Performance Comparison of Multiple Linear Regression and Artificial Neural Networks in Predicting Depositor Return of Islamic Bank
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Abstract—The utilization of artificial neural networks (ANN) in Islamic banking research is rarely reported. Therefore, this paper aims to examine the possibility of ANN utilization for predicting depositor return from time deposit product of Islamic bank. The paper compares the accuracy power of ANN and multiple linear regression (MLR) using ten years monthly data of six macroeconomic variables as independent variables, and the average rate of return from one month time deposit of all Indonesian Islamic banks (RR) as dependent variable. For this purpose, the research employs Eviews software version 5.0 to develop MLR model and Alyuda neuro intelligent software version 2.2 to develop ANN model. As a result, the accuracy power testing using in-sample data for the period of January 2000 to December 2008 indicates the ANN outperforms MLR with 94.62% accuracy rate while MLR achieves only 90.07%. Finally, using out of sample data from January 2009 until April 2010, ANN and MLR achieve averagely 78.59% and 77.44% of accuracy rate, respectively. These evidences demonstrate that ANN model provides more accurate prediction and is quite useful in providing RR prediction information to depositor. (Abstract)
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I. INTRODUCTION

Mostly, the purpose of research in bank industry is to provide information and analysis for management or policy maker regarding the effect of changes of independent variables to the bank’s performance. For example, [12] use regression technique to predict conventional bank failure using financial ratio variables. Additionally, [11] uses ANN to assess credit risk in Islamic bank by examining the effect of macroeconomic changes. However, this research aims to examine the superiority of ANN model for assisting depositors of Islamic bank in making decision. To do so, the paper compares the accuracy power of ANN and MLR model in making prediction.

It is expected that, the ANN can be used as adequate model due to its ability in self learning which impacts to providing a better prediction. As a result, the model will be used by depositors to predict their future return when deposited their money in particular Islamic bank. According to our knowledge, this paper is considered to be the first experiment in Islamic banking and finance subject which compares ANN and MLR model for performing depositor return prediction. For this purpose, this research employs Eviews software version 5.0 to develop MLR model and Alyuda neuro intelligent software version 2.2 to develop ANN model under Windows XP environment.

II. LITERATURE REVIEW

A. The Role of Macroeconomic variables in affecting bank’s performance

This study follows the bank failure theory which issued by [8]. The theory said, “Extremely bad management may not prove fatal to a particular bank until economic condition leads to unexpected capital outflows or loan losses”. Therefore, this research uses only macroeconomic variables to predict Islamic bank’s performance which is represented by depositor return. Moreover, the macroeconomic variables determine bank’s profitability in following ways. Reference [7] reports that market expansion would enable banks to increase profits as represented by strong relationship between money supply and profit. Furthermore, stock indices may lead to a higher growth of the firm, industry and country level. Such condition will give more profit to the banks from financing activities. Meanwhile, [5] informs that inflation positively affects the bank’s profits if the revenue accrues from business is larger than the arising of overhead cost due to inflation. Interest, on the other hand, affects majority of funding and financing activities of a bank and later on the bank’s profit. Lastly, exchange rate does not affect profits of Islamic bank from foreign exchange trading, as it does to conventional bank, since it is prohibited. It benefits Islamic bank through its impact on the fluctuation of the price of goods that affect business trading and market.

B. The uniqueness of Islamic bank deposit

One of the main sources of fund in Islamic banks is called Mudharabah time deposit. The banks use the fund to finance the business which is not prohibited by Islamic law and lately share the profit with depositors [9]. Unlike interest that provides fix regular revenue, the return of mudharabah time deposit which is represented by monthly rate of return is...
uncertain. Additionally, the rate is varied among Islamic banks since it depends on the bank’s profitability and pre-agreed profit and loss sharing (PLS) ratio. Every month, the Islamic banks publish the RR report to assist depositors comparing the current rate of return with current market interest rate.

C. Artificial Neural Networks (ANN) Model

Actually, ANN is a part of artificial intelligence that is powerful to solve problem especially with regard to pattern classification and recognition. It is a computational model which the structure and function mimic biological neuron in the human brain. Moreover, ANN consists of a group of artificial neurons, which are interconnected. Every single neuron processes information (receiving input and delivering output) using a special algorithm function.

Technically, the process of ANN is briefly explained as following. Initially, there is a neuron \( j \) which has a certain number of inputs \( (x_1, x_2, \ldots, x_i) \) and single output \( (y_j) \). Each input has a weight \( (w_{j1}, w_{j2}, \ldots, w_{j3}) \) as an indicator of importance of the incoming signal into neuron \( j \). The net value \( (u_j) \) of the neuron is then calculated with the sum of all the input value that multiplied by their specific weight. Further, with reference to threshold value \( (t_j) \) and activation function, the neuron \( j \) determines output value \( (y_j) \) will be sent as output to other neuron. Each neuron has its own unique threshold value \( (t_j) \). If the net value \( (u_j) \) is greater than the threshold \( (t_j) \), the neuron \( j \) will send output \( (y_j) \) to other neurons. In addition, activation function is a function used to transform the activation level of a unit (neuron) to an output signal. Currently, sigmoid and logistic are the most popular activation function used. All the processes are depicted in fig. 1.
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Figure 1. A model of neuron.

However, a single neuron is not useful to solve the problems. The research needs to combine some neurons into multilayer structured which so called neural networks to have the power for answering pattern classification and recognition problems. For this reason, this research employs a multi layer feed-forward networks which is the most common type of neural network currently in use. The multi layer feed-forward networks comprises of input layer, hidden layer and output layer.

Specifically, the input layer is a layer that directly connected to outside information. All data in the input layer will be feed-forward to hidden layer as the next layer. Meanwhile, the hidden layer functions as feature detectors of input signals and releases them to output layer. Finally, the output layer is considered as a collector of the features detected and producer of the response. In the networks, output from output layer is the function of the linear combination of hidden unit’s activation; the hidden unit’s activation function is a non-linear function of the weighted sum of inputs. Mathematically, the model can be written as in the following:

\[
y = f(x, \theta) + \varepsilon \quad (1)
\]

Where \( x \) is the vector of explanatory variables, \( \theta \) is weights vector (parameters) and \( \varepsilon \) is the random error component. Then, Equation (2) is the unknown function for estimation and prediction from the available data. As such, the model can be formulated as:

\[
Y = f\left[v_0 + \sum_{j=1}^{n} h_j \left( \lambda_j + \sum_{i=1}^{p} x_i w_{ij} \right) v_j \right] \quad (2)
\]

Where:
- \( Y = \) network output
- \( f = \) output layer activation function
- \( v_0 = \) output bias
- \( m = \) number of hidden units
- \( h = \) hidden layer activation function
- \( \lambda_j = \) hidden unit biases \((j = 1, \ldots, m)\)
- \( n = \) number of input units
- \( x_i = \) inputs vector \((i = 1, \ldots, n)\)
- \( w_{ij} = \) weight from input unit \( i \) to hidden unit \( j \)
- \( v_j = \) weights from hidden unit \( j \) to output \((j = 1, \ldots, m)\)

D. Multiple linear regression (MLR) models

MLR is a technique used for modeling the relationship among more than two variables linearly. It is considered as the most common technique used in banking and finance area, especially for examining the financial performance in Islamic bank. For example [4] uses MLR to measure profitability of two Sudanese Islamic bank.

In building the model, certainly, the restrictive assumptions of MLR should be carefully conformed in building a valid model, such as; linearity, normality, independence of error terms, etc. The model can be simply formulated as shown in equation 3.

\[
Y_i = \beta_0 + \beta_1 X_{i1} + \beta_2 X_{i2} + \beta_3 X_{i3} + \ldots + \beta_{p_i} X_{ip_i} + \varepsilon_i \quad (3)
\]

Where:
- \( Y_i = \) Dependent variable
- \( X_i = \) Independent variables
- \( \beta = \) Unknown coefficient
- \( \varepsilon = \) Error term
- \( i = 1, 2, \ldots, n \)

E. The superiority of ANN in doing prediction.

Accumulated studies have shown that ANN is better than MLR in doing prediction. Reference [14] reported that ANN outperforms MLR in predicting housing value. Moreover, [15] reported the same evidence that ANN is the more powerful tool in predicting bank performance by comparing
the mean square error (MSE) and mean square prediction error of both model.

Moreover, [2] confirmed the superiority of ANN against multi discriminant analysis model (MDA) in predicting bankruptcy of 128 firms. In detail, ANN achieves correct classification accuracy in the range of 77.8% to 81.5%, while MDA’s accuracy is in the range of 59.3% to 70.4%. Additionally, [3] review 89 studies on corporate bankruptcy prediction. They found that ANN achieves 88% accuracy rate averagely while traditional statistical models achieve 84% accuracy rate.

Although ANN model has demonstrated some successes in this area, there have been little work done on forecasting in Islamic banking and finance research using ANN model, such as; [1], and [11]

### III. Data and Methodology

A sample data set consisting six macroeconomic variables for the period of January 2000 – April 2010 are used as independent variables. Such as; exchange rate of US dollar against Indonesian rupiah (EXCH), stock indices (STIN), money supply (represented by M1), inflation rate (INFR), market interest rate of one month time deposit (INTR), and central bank’s interest rate (BIRT). Meanwhile, the data of average return of 1 month *mu'harabah* time deposit of all Indonesian Islamic banks (RR) from the same period are used as dependent variable. All data are collected from Indonesian central bank (Bank of Indonesia).

Initially, the relationship between independent variables and dependent variable for the period of January 2000 – December 2008 are examined separately using MLR and ANN model. The result will indicate the significant variables among the six macroeconomic variables in determining RR fluctuation. Such information is important as preliminary understanding how ANN and MLR doing their assignment by comparing it with what theory said.

#### A. Working with ANN

In the beginning, all data are preprocessed to simply convert the input data into a new version for three reasons [6]. (1) To ensure the size of data reflect the importance level in determining the output. (2) To facilitate the random initialization of weights before training the networks. (3) To normalized all data to avoid different measurement due to different unit of input. Next, Alyuda provides an exhaustive search feature to design the neural networks architecture. As a result, this research use N[8-6-1] for learning and testing process which will be conducted later on.

The configurations used for learning process are as following: (1) The logistic function is selected for all neuron. (2) The sum-of-squared errors are selected to minimize the output errors. These are summation of squared differences between the actual values and model’s output. (3) The networks outputs are set up between 0 and 1 due to logistic activation function used.

Furthermore, the ANN is trained with specific condition to avoid over fitting such as; using back propagation as learning algorithm, the learning and momentum rates are set at 0.1, and for completeness, the process should be stop when mean squared error reduces by less than 0.000001 or the model completes 20,000 iterations, whichever condition occur first. As a result, the process provides information about significant rate of each independent variable. The ANN model shows that INTR, EXCH, STIN contribute 27.12%, 26.74%, and 22.15% in explaining RR volatility, respectively. Meanwhile, other variables such as BIRT, M1 and INFR give lesser contribution for about 13.73%, 9.76% and 0.47%, respectively.

#### B. Working with MLR

In the beginning, all restrictive assumptions of linear regression have been trying to be fulfilled. To do so, initially, the research runs six examinations to search the best MLR model with no autocorrelation problem. However, after tested using Durbin-Watson test, all models are indicated to have autocorrelation problem. Therefore, the model number 1 is chosen based on $R^2$ and AIC parameter. The results of comparison can be found in table 1.

<table>
<thead>
<tr>
<th>No</th>
<th>Model</th>
<th>Variables</th>
<th>Significant Variables</th>
<th>$R^2$</th>
<th>AIC</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MLR</td>
<td>Intr, Inf, Birt, M1, Exch, Stin</td>
<td>Exch, M1, Intr</td>
<td>0.47056</td>
<td>3.377505</td>
<td>0.44221</td>
</tr>
<tr>
<td>2</td>
<td>MLR</td>
<td>Intr, M1, Exch</td>
<td>Intr, M1</td>
<td>0.446044</td>
<td>3.181262</td>
<td>0.690422</td>
</tr>
<tr>
<td>3</td>
<td>MLR</td>
<td>Intr</td>
<td>C, Intr</td>
<td>0.37305</td>
<td>3.451073</td>
<td>0.33845</td>
</tr>
<tr>
<td>4</td>
<td>ARCH(1)</td>
<td>Intr, Inf, Birt, M1, Exch, Stin</td>
<td>C, Intr, Inf, Birt, M1, Exch, Stin</td>
<td>0.418996</td>
<td>2.578245</td>
<td>0.371509</td>
</tr>
<tr>
<td>5</td>
<td>ARCH(1)</td>
<td>Intr, M1, Exch</td>
<td>Intr, M1, Exch</td>
<td>0.410271</td>
<td>2.579389</td>
<td>0.368073</td>
</tr>
<tr>
<td>6</td>
<td>ARCH(1)</td>
<td>Intr, M1, Exch</td>
<td>Intr, C</td>
<td>0.314912</td>
<td>2.599673</td>
<td>0.330731</td>
</tr>
</tbody>
</table>

Accordingly, the following MLR equation is proposed to examine the contribution of each independent variable in explaining the volatility of RR (equation 4).

$$RR = \beta_0 + \beta_1EXCH_{it} + \beta_2STIN_{it} + \beta_3M1_{it} + \beta_4INFR_{it} + \beta_5BIRT_{it} + \epsilon_i$$

(4)

Furthermore, the 124 data are collected. The first 108 data for period of January 2000 – December 2008 are used to build the model. Meanwhile, the other 16 data for period of January 2009 – April 2010 are used to test the model as out of sample prediction. Actually, [10] recommended 30% of out of sample data to be used for testing the model. In this research, the out of sample testing uses 21% of total initial sample size due to the limitation in collecting data.

Next, the least square method is used to do regression for the proposed MLR equation. The results of least squares regression can be seen in table 2.
Furthermore, the heteroscedasticity issue from the proposed model has been accomplished using white method which is facilitated by Eviews software. This method is so-called heteroscedasticity-corrected variances.

From the first order regression output, it was found that only three independent variables are significant in affecting RR volatility namely INTR, M1 and EXCH. This is indicated by value of t-statistic which are 2.31, -2.96 and 2.34 respectively. The value indicates should an independent variable be included in a model for 95% confident level. Or in other words, the research tolerates only a 5% chance that a particular independent variable does not belong in a model. Accordingly, a value of t-statistic which is greater than 1.98 (if the coefficient is positive) or less than -1.98 (if the coefficient is negative) will be considered to be significant statistically.

Moreover, all independent variables in the equation 5 are able to explain all variations of RR for about 47.1% as indicated by the $R^2$ value. Finally, the value of Akaike's information criterion (AIC) which is used to measure the goodness of fit of an estimated statistical model indicates the model is a good model (AIC value is 3.37).

\[
RR = -1.83 + 0.0008*EXCH + 0.0005*STIN - 6.17e^{-006}*M1 \\
(0.60) \quad (2.34) \quad (1.49) \quad (-2.96)
\]

Additionally, all the efforts to conform to restrictive assumptions of MLR model show that developing regression model using macroeconomic variable is not an easy task since macroeconomic data are characterized as non linear time series data which violate the assumptions of linear regression [13].

C. Accuracy Performance Comparison

The research uses three methods to analyze and compare the performance of each model, such as; (1) Comparing graph of actual and predicted RR using in sample data. (2) Comparing $R^2$ and AIC statistical parameters. (3) Calculating the accuracy rate to measure the accurateness in predicting RR using out of sample data according to equation 6.

\[
\text{Accuracy power} = 100\% - \% \text{Error of prediction} \quad (6)
\]

IV. RESULTS

Fig. 2 shows the comparative performance between ANN and MLR model using in-sample data.
V. CONCLUSIONS

From the study, we may conclude that ANN model can be used for predicting RR due to its better performance compared with MLR model. Furthermore, the utilization of MLR in modeling bank’s performance based on macroeconomic variables is not as easy as ANN. The research needs extra effort to conform to the underlying assumption of linear regression model. On the contrary, with Alyuda neuro intelligent software, such task is quietly simple. The ANN’s ability in self learning benefits the performance measurement model which no needs such assumptions as MLR does. In fact, the ANN provides better result in making prediction.

Additionally, the ANN model provides information that market interest rate (INTR) is the leading indicator for predicting RR. Thus, the information will benefit depositor by signaling the future RR will be received. When the market interest rate tends to rise, then the RR also tends to do so or otherwise. Besides giving benefit for depositors and Islamic banks, the utilization of RR prediction model will also promote the expansion of Islamic bank industry. Because, the prediction information will provide more options for depositors to find other Islamic bank which probably provide better return. As a result, it will keep depositor funds stay longer in Islamic bank industry before shifting to conventional bank.

This research somehow has its limitation. It uses the MLR model which is still violated the autocorrelation assumption. Thus, this requires the needs to understand more sophisticated statistical technique to solve the problem which is out of the scope of this research.
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